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Message from 
the Attorney General

 

 
 

In the information age, technology holds the potential to  
unlock countless new opportunities to educate students for the 
workforce of tomorrow. And while we want to encourage  
technology in the classroom, we must be aware that student  
information is something that must be handled with great care. 
Organizations that make use of student data must take every  
step possible to be transparent with parents and schools and  
to protect student privacy. As the devices we use each day  
become increasingly connected, it’s critical that we implement 

robust safeguards for what is collected, how it is used, and with whom it is shared. This  
guide is intended to offer recommendations to ensure privacy protections for students while 
making the most of technological advancements. 

 Sincerely,

Kamala D. Harris
Attorney General of California 
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Executive  Summary
Technology has the potential to bring significant benefits to the education of our children. 
In recent years, we have seen widespread adoption of education technology (Ed Tech) in 
schools nationwide, with the U.S. market for PreK-12 estimated at $8.38 billion in 2015, 
according to the Software & Information Industry Association. 

Ed Tech includes administrative management systems and tools, such as cloud services that 
store student data; instructional support, such as testing and assessment; and content, including  
curriculum and resources such as websites and mobile apps. Adaptive learning methods, 
enabled by technology and fueled  
by data, hold great promise for  
improving student learning.

While the vision of student-centered 
education empowered by innovative 
technology is compelling, as in other 
arenas, technology in schools brings 
certain risks and challenges along  
with new opportunities. The data on 
students collected and maintained 
by Ed Tech can be very sensitive, 
including medical histories, social and 
emotional assessments, child welfare 
or juvenile justice system involvement, 
progress reports, and test results. Fur-
thermore, Ed Tech collects new types of data, such as metadata like a student’s location and 
the type of device being used, which were not contemplated and may not be covered by 
longstanding federal laws on student and children’s privacy.

Concerned about privacy risks and the gaps in existing laws, parents and policymakers in 
California responded by enacting two student privacy laws in 2014. One law applies to 
local educational agencies (such as school districts and charter schools) and requires specific 
terms to be included in contracts for services and software that store or collect student data. 
The other, the Student Online Personal Information Privacy Act (known as SOPIPA), imposes 
obligations on the companies that provide Ed Tech.  
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Protecting our children when they are online includes ensuring the privacy of their information 
as they learn. The Attorney General’s Privacy Enforcement and Protection Unit has developed 
Ready for School: Recommendations for the Ed Tech Industry to Protect the Privacy of Student 
Data to promote the development of privacy best practices. The intent of the recommenda-
tions is to encourage Ed Tech to focus on educational purposes, by limiting the collection and 
use of the student information acquired through the technology.

In developing our recommendations, which focus broadly on student data, we consulted with 
a wide range of stakeholders including the Ed Tech industry, educators, and privacy and 
consumer advocates. We appreciate their perspectives and contributions.

Highlights of Recommendations

Data Collection and Retention: Minimization is the goal.

• Collect only the student information necessary to accomplish the school purposes your 
site or service is designed to achieve.

• Retain student information acquired through your site or service only as long as allowed 
or required by the school or district. Your default retention period for “covered informa-
tion” should not be indefinite.

• If you link or direct student users of your site or service to external, non-Ed Tech sites or 
services, disclose any such referrals in your Privacy Policy. If you are also the operator 
of the external site or service, maintain the same privacy and security protections for 
student users when they leave your Ed Tech site or service.

Data Use: Keep it educational.

• Do not use any information acquired through your site or service as a basis for targeting 
advertising to a specific student or other user. This includes both advertising delivered on 
the site or service that acquired the information and advertising delivered on any other 
site or service.

• Do not use any information acquired through your site or service to create profiles of 
students, except profiles that are necessary for the school purposes furthered by your site 
or service.

Data Disclosure: Make protections stick.

• Contractually require your service providers who receive covered information acquired 
through your site or service to use the information only to provide the contracted service, 
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not to further disclose the information, to implement and maintain reasonable security 
procedures and practices as required by law, and to return or delete covered informa-
tion at the completion of the contract. 

• Do not sell any student information acquired through your site or service, except as part 
of a merger or acquisition. In such cases, ensure that any successor entity is contractu-
ally obligated to comply with the terms of your privacy policy under which the student 
information was collected, and with all legal requirements for the use, disclosure, and 
security of the student information previously acquired through your site or service.

Individual Control: Respect users’ rights.

• Implement policies and procedures to allow parents, legal guardians, or eligible stu-
dents (over 18 years old) to review their covered information acquired or maintained 
by your site or service.

• Implement policies and procedures to allow students to download, transfer, export, or 
delete their own student-created content. 

Data Security: Implement reasonable and appropriate safeguards.

• Implement and maintain reasonable security measures appropriate to the nature of the 
student information acquired through your site or service. As we discussed in our recent 
California Data Breach Report, the Center for Internet Security’s Critical Security  
Controls is a good starting point for high-priority security controls.

• Develop and describe your process for notifying schools or school districts, parents,  
legal guardians, or eligible students, as well as any appropriate government agencies, 
of any unauthorized disclosure of student information. Determine whether the incident 
and the types of data involved also require notification under California’s breach notifi-
cation law, and if so, take appropriate action.

• Implement a training program to ensure that employees understand your policies and 
procedures and also understands their individual obligations regarding the handling of 
student data and other personal information. Include data breach reporting procedures.

Transparency: Provide a meaningful privacy policy.

• The Policy should be complete and comprehensive, addressing at least all of the 
practices described in these recommendations.

• Be prepared to provide a copy of or link to the Policy to a school or district for posting 
on their website, to make it available to parents.

• Consider engaging with users (parents, educators, eligible students) to test and improve 
your Policy’s comprehensibility.
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The Attorney General’s Office has prepared this best  
practices guide in an effort to ensure that student privacy  
is respected, protected, and prioritized as the education   

 technology industry brings learning innovations to our schools.  

Education Technology: New Tools, New Challenges
The effective use of technology has the potential to bring significant benefits to the educa-
tion of our children. Education technology (Ed Tech) can support administrators, teachers, 
and students. It can improve school operations and save money, support educators in 
their efforts to provide individualized learning, and allow teachers and parents to monitor 
students’ progress inside and outside the classroom. 
 
In recent years we have seen widespread adoption of Ed Tech in K-12 schools nationwide, 
spurred by initiatives at the national and state levels. The Software & Information Industry 
Association, the principal trade association for the 
Ed Tech industry, has reported steady growth in 
the industry for the past four years, with a 2015 
estimate of the U.S. market for PreK-12 of $8.38 
billion.1 This figure does not include hardware  
or network infrastructure costs, both significant 
components of the Ed Tech industry.

National initiatives like the White House’s  
ConnectED initiative2 and the U.S. Department  
of Education Office of Educational Technology’s 
2016 National Education Technology Plan have  
all pushed for even greater adoption of Ed Tech.  
As the latter report remarks, “[t]he conversation  
has shifted from whether technology should be used in learning to how it can improve  
learning to ensure that all students have access to high-quality educational experiences.”3   
   
There are three basic types of Ed Tech: (1) administrative management systems and tools, 
such as cloud services that store student data, scheduling, and central office systems;  

Introduction

“[T]he conversation has shifted 
from whether technology should 
be used in learning to how it can 
improve learning to ensure that 
all students have access to high-
quality educational experiences.”

 National Education  
 Technology Plan
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(2) instructional support, including testing and assessment, and professional development; 
and (3) content, including curriculum and resources such as websites and mobile apps.4   

Key concepts central to understanding Ed Tech’s potential contribution to improving edu-
cational outcomes are personalized learning and adaptive learning. Personalized learn-
ing, or learner-centered instruction, is a long-established tenet of good teaching, involving 

adapting to a student’s unique goals, interests, and 
abilities.5 It can be achieved in a variety of ways, 
with or without the use of technology. Examples of 
personalized learning include small group instruction 
and computer-based tutoring. 

Adaptive learning is a technology-enabled and 
data-driven approach to personalization, with the 
potential to improve student learning by deepening 
engagement, customizing assignments, and allowing 
instructors to make better use of class time.6 Research 
on the effectiveness of Ed Tech is still limited, how-
ever, and the U.S. Department of Education calls for 

building the capacity to generate evidence of outcomes.7 Companies that make exagger-
ated claims about their educational effectiveness can run afoul of consumer protection laws 
and face significant legal consequences.8 

As in other arenas, along with opportunities, technology also brings certain risks and 
challenges, particularly related to the sensitive data that Ed Tech collects from the students, 
educators, and parents who use it. The president of the National PTA cautioned in 2014, 
“While technology is a powerful tool for teaching and learning, it is imperative that stu-
dents’ personal information is protected at all times.”9  

The administrative tools that maintain vast stores of student data have posed governance  
challenges for school districts.  A 2013 study by the Fordham Law School found that 95 
percent of school districts nationwide relied on cloud services to maintain and manage 
student data. The study also found that the services were weakly governed, with 20 percent 
of districts failing to have policies for their use of cloud services. Fewer than 25 percent of 
the agreements between districts and cloud providers specified the purpose for disclosures 
of student data and fewer than seven percent restricted the sale or marketing of the data.10   

Schools and districts also face new challenges in managing the free online educational 
services, such as mobile apps, often used by teachers and staff. Increasingly districts have 

“While technology is a  
powerful tool for teaching  
and learning, it is imperative 
that students’ personal  
information is protected at  
all times.” 

 Otha Thornton, President,  
 National  PTA 
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a regular process for evaluating and acquiring educational services, including imposing 
contractual obligations on the provider. But free online services with clickwrap agreements 
can evade the process, forgoing not only a full evaluation of educational effectiveness, but 
also the consideration of privacy and security implications.  The U.S. Department of Educa-
tion, in a report available on its Privacy Technical Assistance Center (PTAC), recommends 
that schools have policies and procedures to evaluate and approve proposed online edu-
cational services and that free services be subject to the same process as paid educational 
services.11    
  
The data on students collected and maintained by Ed Tech can be extremely sensitive,  
including medical histories, social and emotional assessments, progress reports, and test 
results. Online services also collect new types of data, which were not contemplated by 
and may not be protected by federal privacy laws.12  New data types collected by Ed 
Tech include “metadata,” such as a 
student’s location, how many at-
tempts a student made to answer a 
question, and whether a student is 
using a desktop or a mobile device. 
Metadata can be put to good use to 
personalize learning and  to improve 
educational products. It can also  
be used to influence or market to 
students or to their parents. 

The line between personalized learn-
ing and marketing is one that must 
be clearly drawn in the use of Ed 
Tech. Organizations such as Com-
mon Sense Media have called for 
a School Privacy Zone, where students’ personal information is used only for educational 
purposes and is appropriately secured.13 The Future of Privacy Forum and the Software 
& Information Industry Association have introduced the Student Privacy Pledge, signed by 
over 300 companies that have agreed not to use student data collected through Ed Tech to 
target advertising to students and to secure student data.14  It is only by protecting student 
privacy that we can ensure that our children will benefit from the transformative potential of 
Ed Tech, without opening themselves to the possibility of invasive marketing, identity theft, or 
disclosure of highly sensitive information. 
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Federal Student Privacy Laws
Two federal laws – the Family Educational Rights and Privacy Act of 1974 (FERPA) and  
the Children’s Online Privacy Protection Act of 1998 (COPPA) – govern the collection  
and use of student data. These privacy laws are widely viewed as having been  
significantly outdated by new technology.

FERPA
FERPA applies to educational 
agencies and institutions that 
receive federal funding from  
the U.S. Department of Educa-
tion.15 FERPA protects the confi-
dentiality of education  
records, as defined, and  
provides parents and eligible 
students (at least 18 years old  
or attending a post-secondary 
school) with four basic rights. 
These are the following: (i) the 
right to review educational re-
cords, (ii) the right to correct or delete inaccurate information in records, (iii) the right to limit 
disclosure of records containing personally identifiable information, and (iv) the right to file 
a complaint about non-compliance with the Department of Education. FERPA is enforced by 
the Department of Education and violation is punishable by the withholding of federal fund-
ing from a violating school or program. 

The Protection of Pupil Rights Amendment (PPRA) to FERPA provides parents with rights regard-
ing surveys conducted by schools.16 It requires schools that receive federal funds to obtain 
written consent from parents before administering surveys funded by the Department of Educa-
tion that include sensitive information, such as political beliefs, psychological problems, sexual 
behavior or attitudes, or religious practices or beliefs. PPRA also provides rights regarding 
surveys funded by third parties, requiring schools, in consultation with parents, to adopt poli-
cies for parental access to and the use and protection of survey data. A 2001 amendment 
gives parents additional rights with regard to the surveying of minor students, the collection of 
information from students for marketing purposes, and certain non-emergency medical exami-
nations.17 

In recent years, the Department of Education has issued guidance for schools on protecting 
student privacy while using online educational services. Among other things, the guidance 
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says that if a school or district allows online educational service providers to collect student 
information under FERPA’s school official exception, the provider cannot use the FERPA-
protected information for any purpose, specifically citing marketing and targeting advertise-
ments to students, other than the purpose for which the information was disclosed.18   

Developments in Ed Tech appear to have outpaced many of FERPA’s student privacy protec-
tions. The law’s definition of educational records is not sufficiently broad to cover all stu-
dent data now collected by Ed Tech, in particular metadata.19  Furthermore, FERPA’s many 
exceptions complicate and undermine some of its protections and the severity of its only 
enforcement mechanism has resulted in no instances of funds withheld from any institution 
or program as the result of violation.20 

COPPA
Another federal law, the Children’s Online Privacy Protection Act of 1998 (COPPA), also 
has implications for the privacy of younger students. COPPA applies to operators of  
websites and online services that are directed to children under the age of 13 and that col-
lect personal information from  
the children.21 It also applies to  
operators of general audience  
sites and services that have  
actual knowledge that they  
collect personal information  
from children under 13.  
COPPA requires such operators  
to do the following: (i) provide  
notice to parents, (ii) obtain  
verifiable consent from parents  
before collecting personal  
information from children, (iii)  
manage disclosures to third par-
ties, (iv) limit retention of children’s 
personal information, (v) enable 
parents to review and delete their children’s personal information and prevent further use  
or collection of it, (vi) secure children’s personal information, and (vii) post a privacy policy. 
COPPA is enforced by the Federal Trade Commission, with civil penalties of up to 
$40,000 per violation; state attorneys general are also authorized to bring a civil action 
for injunctive relief, damages or other compensation, or other appropriate relief.
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In 2015, the FTC updated its COPPA compliance guidance, including addressing the 
circumstances under which educational institutions can provide consent, in loco parentis, 
for Ed Tech programs to collect personal information from students.22 Noting that FERPA 
requirements and state laws protecting student data must also be complied with, the FTC 
says that an Ed Tech operator that is under contract with a school may rely on the school’s 
consent to collect personal information from students for the use and benefit of the school 
and for no other commercial purpose.   

Like FERPA, COPPA has limitations in protecting student data privacy. COPPA applies only 
to personal information collected directly from children, not information about them provid-
ed by other parties. It only covers children under the age of 13, and thus does not apply to 
many middle school and high school students.  

California Student Privacy Laws
Concerned about privacy risks and the weaknesses in existing laws, parents and policy-
makers have responded. In 2014, California enacted two student privacy laws intended 
to fill gaps in student data privacy protections: one on education agency contracts for Ed 
Tech and one, the Student Online Personal Information Privacy Act (SOPIPA), on the privacy 
practices of Ed Tech providers. Another law modeled on SOPIPA was enacted in 2016: 
the Early Learning Personal Information Protection Act (ELPIPA), which takes effect on July 1, 
2017 and imposes the same requirements as SOPIPA on providers of Ed Tech for pre-
school or prekindergarten.23  

Education Agency Contracts
The first new law authorizes local education agencies (county offices of education, school 
districts, and charter schools) to enter into contracts with third parties for data storage 
services or digital educational software that store, manage, access, or use pupil records.24  
It requires such contracts to include specific provisions regarding the use, ownership, and 
control of the pupil records. 

The law’s requirements for contracts include the following:

• A statement that pupil records continue to be the property of and under the control of 
the education agency.  

• A description of the means by which pupils may retain possession and control of their 
own pupil-generated content, if applicable, including options by which a pupil may 
transfer pupil-generated content to a personal account. 

• A prohibition against the third party using any information in the pupil record for any 
purpose other than for those required or specifically permitted by the contract.  
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• A description of the procedures by which a parent, legal guardian, or eligible pupil 
(i.e., one who is 18 years of age or older) may review personally identifiable infor-
mation in the pupil’s records and correct erroneous information. 

• A description of the actions the third party will take to ensure the security and  
confidentiality of pupil records. 

• A description of the procedures for notifying the affected parent, legal guardian, or 
eligible pupil in the event of an unauthorized disclosure of pupil’s records.  

• A certification that a pupil’s records shall not be retained or available to the third 
party upon completion of the terms of the contract and a description of how that  
certification will be enforced. 

• A description of how the agency and the third party will jointly ensure compliance 
with FERPA.  

• A prohibition against the third party using personally identifiable information in pupil 
records to engage in targeted advertising.

The law provides that non-compliant contracts shall be rendered void if, upon notice and 
a reasonable opportunity to cure, the non-compliant party fails to come into compliance 
and cure any defect. Written 
notice of non-compliance may 
be provided by any party or 
by an intended beneficiary of 
the contract. Parties subject to 
a voided contract are required 
to immediately return all pupil 
records in their possession to 
the education agency.

SOPIPA
The other new law is the  
Student Online Personal  
Information Protection Act  
(SOPIPA), a groundbreaking 
law that requires Ed Tech  
providers to comply with base-
line privacy and security protections. SOPIPA has received nationwide attention.25 Soon after 
its passage in January 2015, President Obama released a legislative proposal based on 
SOPIPA and since then, Congress and state legislatures have been very active on the issue 
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of student privacy. In Congress, half a dozen bills have been introduced that range from 
creating a commission to study the issue, to proposals similar to SOPIPA, and amendments 
to FERPA. As of May 2016, 26 other states had introduced SOPIPA-style bills with seven of 
them enacted.26  
 
SOPIPA applies to the operators of websites and online services, including apps and 
mobile apps, that are used primarily, designed, and marketed for K-12 school purposes, 
as defined. SOPIPA’s purpose is to limit the collection and use of data, particularly student 
data, to school purposes. 

While the law’s focus is on student data privacy, some of its provisions apply to information  
from or about other users of the technology, such as parents, guardians, and educators. 
Other provisions apply only to “covered information,” which is defined in the law as  
personally identifiable information or materials that are either i) created or provided by a 
student or parent or guardian through use of a site or service, ii) created or provided to  
an operator by educator, or iii) gathered by an operator through a site or service and  
describes or otherwise identifies a student. 

Unlike FERPA, SOPIPA applies to industry and not to schools, and it specifically addresses 
new types of data and new methods of data collection. Unlike COPPA, SOPIPA does not 
provide a parental-consent exception and it applies to information on all K-12 students, 
regardless of their age.

SOPIPA contains specific prohibitions and obligations, including the following.

Operators are prohibited from:

• Engaging in targeted advertising based on any information, including persistent 
unique identifiers, acquired through the use of the technology.

• Using any information, including persistent unique identifiers, gathered through the 
technology to create profiles of students, except for K-12 school purposes.

• Selling student information.

• Disclosing covered information, except under specified circumstances. Specified  
exceptions include disclosure in furtherance of K-12 school purposes, provided that 
the recipient is required to meet specified security and deletion standards and does 
not further disclose the information (except to allow or improve operability and func-
tionality with the student’s classroom or school). Disclosure is also permitted to ensure 
legal compliance or respond to judicial process; to protect the safety of users or 
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others or security of the site; or to a service provider, subject to specified contractual 
obligations.  

Operators are required to:

• Implement and maintain reasonable security procedures and practices appropriate to 
the nature of the covered information, to protect it from unauthorized access, destruc-
tion, use, modification, or disclosure.

• Delete a student’s covered information if the school or district requests deletion of 
data under its control.

Operators are permitted to:

• Use student data for adaptive learning or customized student learning purposes.

• Disclose covered information for legitimate research purposes, if required by state  
or federal law or if allowed by state or federal law and under the direction of the 
educational agency, provided that no covered information is used for advertising or 
for profiling other than for K-12 school purposes.

• Disclose covered  
information to a local 
educational agency  
as permitted by law.

• Use de-identified  
student information  
within the operator’s  
site or service to  
improve education  
products; to demonstrate 
the effectiveness of the 
operator’s products;  
and, in aggregated 
form, for the develop-
ment and improvement  
of eductional sites and services.

This law does not apply to general audience sites or services, nor does it limit internet  
service providers from providing connectivity to schools, students, or their families. 
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Recommended Practices: Purpose and Scope
The Attorney General’s Privacy Enforcement and Protection Unit has the mission of protect-
ing the inalienable right to privacy conferred by the California Constitution. The Privacy Unit 
enforces state and federal privacy laws and develops programs to educate individuals, busi-
nesses and organizations on privacy obligations, rights, and best practices. 

Protecting our children when they are online includes ensuring the privacy of their informa-
tion as they learn. These recommendations are intended to encourage companies whose Ed 
Tech products enter the physical or virtual classroom to model the good digital citizenship 
that our students are being taught by protecting their personal information and using it only 
for school purposes.  

The recommendations here are not regulations, mandates, or legal opinions. Rather, they are 
part of an effort to encourage the development of privacy best practices. 

While there are differences in the specific provisions of privacy laws applicable to Ed Tech 
companies, we believe it is possible to chart a high road of best practices aimed at achiev-
ing the intended result of protecting student data privacy. It is only by doing so that we will 
be able to make appropriate use of technology in building a learning system for the current 
century. 

In preparing this document, the Privacy Unit consulted numerous stakeholders, including 
educators, Ed Tech providers, parents, academics, and privacy advocates. We appreciate 
their insights and contributions.
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Recommendations
 
The intent of these recommendations, like that of the new 
California student data privacy laws described in the Intro-
duction, is to ensure that educational technology is focused 

on educational purposes, by limiting the collection and use of the student infor-
mation collected through and maintained by Ed Tech. It should be noted that 
SOPIPA refers to several types of information in mandating how operators use 
and protect data. For example, the law refers to “any information” acquired 
through the use of Ed Tech, whether by a student, parent, guardian, teacher or 
other educator. In other provisions, the law refers to “student information” and 
in some more narrowly to “covered information,” which is explicitly defined in 
the statute.27 In general, our recommendations focus broadly on information 
collected from and about students and we specify when addressing covered 
information more narrowly. 

These recommendations are directed to the Ed Tech industry, specifically to operators of 
websites and online services with actual knowledge that a site or service is used primarily 
for K-12 school purposes and that marketed it for such purposes. Online services include, 
but are not limited to, mobile applications and cloud computing services.  
 
The recommendations here are also relevant for providers of Ed Tech for preschool or pre-
kindergarten purposes.28 The use of the terms “student” and “school” should be understood 
to include “pupil” and “preschool or kindergarten,” respectively.

Data Collection and Retention: Minimization is the Goal
• Describe the Data Collected: Describe the types or categories of student information 

that you acquire from schools, school districts, teachers, parents, or students. Data 
types may include behavioral data reflecting how a student used the site or service or 
what content the student has accessed or created through it, and transactional data, 
such as persistent unique identifiers, collected through the use of your site or service. 
While unique identifiers are evolving with technology, currently such identifiers in-
clude, but are not limited to, cookies, device IDs, IP addresses, and other data ele-
ments if used to identify devices or users.
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• Data Collection Methods: Describe how you collect the various data types, such as 
through a student’s use of the technology, from content provided by a student, or from 
content provided by a district, school, teacher, or other educator. 

• Data Minimization: Collect only the student information necessary to accomplish 
the school purposes your site or service is designed to achieve or as directed by the 
school or district.    

• Direction to Other Sites or Services: If you link or direct student users of your site or 
service to external, non-Ed Tech sites or services, disclose any such referrals in your 
Privacy Policy and, where possible, include a link to the privacy policy of the referral 
site or service. If you are also the operator of the external site or service, maintain the 
same privacy and security protections for your student users when they leave your Ed 
Tech site or service.    

• Data Retention: Retain student information acquired through your site or service only 
as long as allowed or required by the school or district.29 Describe your data reten-
tion policy, including how long you retain student information and why. Your default 
retention period for covered information should not be indefinite.

• Data Destruction: Build into your system the ability to destroy personally identified or 
identifiable information acquired through your site or service. Be prepared to delete 
the information if so directed by the school or district.

Data Use: Keep it Educational 
• Describe the purposes for which you use the different types of student information 

acquired through your site or service.  

• Targeted Advertising: Do not 
use any information, includ-
ing covered information and 
persistent unique identifiers, 
acquired through your site or 
service as a basis for target-
ing advertising to a specific 
student or other user. This  
includes both advertising  
delivered on the site or service 
that acquired the information 
and advertising delivered 
on any other site or service 
based on that information.
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• Profiling: Do not use any information, including covered information and persistent 
unique identifiers, acquired through your site or service to create profiles of students, 
except profiles that are necessary for the school purposes furthered by your site or 
service.

• Product Improvement: If you use student information acquired through your site or ser-
vice to develop or improve your educational products or to demonstrate their effective-
ness, aggregate or de-identify the data first. See the guidance on data aggregation 
and de-identification from the U.S. Department of Education and the National Center 
for Education Statistics and a white paper on de-identification and student data from 
the Future of Privacy Forum.30 

Data Disclosure: Make Protections Stick

• Describe the types of third parties to which you disclose covered information ac-
quired through your site or service and the purposes for such disclosures. Be specific. 
For example, describe the types of entities (such as educational agencies, research-
ers, service providers, other companies) to which you disclose covered information for 
any of the purposes discussed below.

• Disclosure for School Purposes: Only disclose covered information acquired through 
your site or service when doing so furthers the specific school purposes of your site or 
service. Ensure that any such recipient does not further disclose the information except 
in furtherance of those purposes and is obligated to meet legal requirements to secure 
the information.31 

• Disclosure for Research Purposes: Only disclose covered information for research 
purposes if required by state or federal law and subject to the restrictions of such 
laws, or if disclosure for research purposes is allowed by state or federal law and is 
under the direction of a school, district or state education department. In neither case 
should covered information be used for advertising or for profiling a student other than 
for school purposes.

• Disclosure to Service Providers: Contractually require your service providers who 
receive covered information acquired through your site or service to use the information 
only to provide the contracted service, not to further disclose the information, to imple-
ment and maintain reasonable security procedures and practices as required by law, 
and to return or delete covered information at the completion of the contract. Include 
a requirement that your service providers notify you immediately of any unauthorized 
disclosure of the student information in their custody, and then act promptly to provide 
proper notice as required by law.32 Make clear to service providers that they may 
separately face liability for the mishandling of student data. 
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• Disclosure for Product Improvement: If you share covered information for the devel-
opment and improvement of educational sites or services, de-identify and aggregate 
the information first.33   

• Disclosure for Other Purposes: Other than the disclosures described above, only 
disclose covered information acquired through your site or service to ensure legal 
compliance, respond to judicial process, or protect individuals’ safety or the security 
of the site or service.

• Monitoring and Control: Control the information disclosed through your site or ser-
vice by monitoring for the presence of unauthorized third parties or third parties with 
unauthorized information collection practices. Take action to remove any unauthor-
ized parties.    

• Sale: Do not sell any student information acquired through your site or service, except 
as part of a merger or acquisition. In such cases, ensure that any successor entity is 
contractually obligated to comply with the terms of your privacy policy under which 
the student information was collected, and with all legal requirements for the use, 
disclosure, and security of the student information previously acquired through your 
site or service.

Individual Control: Respect Users’ Rights
• Describe the procedures for a parent, legal guardian, or eligible student to review 

and correct covered information.

• Access: Implement policies and procedures to allow parents, legal guardians, or 
eligible students to review their covered information acquired or maintained by your 
site or service.  

• Correction: Implement policies and procedures to allow parents, legal guardians, or 
eligible students to correct errors in their covered information acquired or maintained 
through your site or service.

• Student-Created Content: Implement policies and procedures to allow students to 
download, transfer, export, or delete their own student-created content. Use the Pri-
vacy Policy as one place to provide information on how a student can do this34 

Data Security: Implement Reasonable and Appropriate  
Safeguards

• Provide a general description of the technical, administrative and physical safe-
guards you use to protect student information from unauthorized access, destruction, 
use, modification, or disclosure. 
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• Reasonable and Appropriate Security: Implement and maintain reasonable security 
measures appropriate to the nature of the student information, including covered informa-
tion, acquired through your site or service. Designate and train someone responsible 
and use a risk management process: identify your data assets, assess threats and vulner-
abilities, apply appropriate controls, monitor their effectiveness, and repeat the process. 
As we discussed in our recent California Data Breach Report, the Center for Internet 
Security’s Critical Security Controls is a good starting point for high-priority security con-
trols.35 The Federal Trade Commission’s Start with Security also offers helpful guidance.36 

• Data Breach Notification: Develop and describe your process for notifying schools 
or school districts, parents, legal guardians, or eligible students, as well as any ap-
propriate government agencies, of any unauthorized disclosure of student information. 
Determine whether the incident and the types of data involved also require notification 
under California’s breach notification law, and if so, take appropriate action.37  

• Employee Privacy and Security Training: Implement a training program to ensure  
that employees understand your policies and procedures and also understand their  
individual obligations regarding the handling of student  
data and other personal information. Include data 
breach reporting procedures.

Transparency: Provide a Meaningful 
Privacy Policy

• Scope: The Privacy Policy should cover all student 
information, as well as the personally identifiable 
information of other users (parents, guardians, 
educators), acquired through your site or service.38  
The Policy should be complete and comprehensive, 
addressing at least all of the practices described in 
these recommendations. Consider a layered-notice 
format to highlight major elements.39 

•  Availability: Make the Policy recognizable by giv-
ing it a descriptive title, such as “Privacy Policy” or 
“Data Collection and Use Policy.” Make the Privacy 
Policy available in a single location; don’t make 
users search for it in Terms of Service or Terms and 
Conditions statements, for example.  

 Make the Policy conspicuously available on your website or from within your mobile 
app or other online service.40 If your app is available through an online store or other 
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platform, also provide a link to the Policy there so that potential users can review it 
before downloading the app.  

 Be prepared to provide a copy of or a link to the Policy to a school or school district 
for posting on their website. Schools and districts are increasingly receiving requests 
from parents to share the privacy policies of the online services they use.

• Readability: Make the Privacy Policy for your site or service easy for parents and edu-
cators to understand. Use plain language, for example, say what you currently do or 
don’t do, instead of what practices you “may” employ at some future time. If there are 
practices that you only employ in some circumstances, specify those circumstances. 
Be concrete and specific about the data practices related to all the features of your 
site or service, explaining where appropriate that a school or district may choose not 
to use all of its features. Format the Policy with headers that identify key parts of the 
policy, such as Information We Collect, How We Use Your Information, Information 
We Share, Access to Your Information, Security, Effective Date, and Privacy Contact.   

• User Testing: Consider engaging with users (parents, educators, eligible students) to 
test your Policy’s comprehensibility and modify it to reflect their feedback.

• Effective Date and Notice of Change: Provide the effective date of your Privacy 
Policy. Describe how you will provide notice before making material changes to your 
Policy to the appropriate “account holder,” that is, the school or district, parent, or 
eligible student.  

• Privacy Contact: Provide a way for schools or districts, parents or legal guardians, 
and eligible students to contact you with questions or concerns about your privacy 
practices. Provide at a minimum an email address and consider providing a toll-free 
phone number as well. Develop and train staff in procedures for receiving and re-
sponding to privacy concerns.
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Appendices
CALIFORNIA EDUCATION CODE  
SECTION 49073.1

49073.1.  (a) A local educational agency may, pursuant to a policy adopted by its gov-
erning board or, in the case of a charter school, its governing body, enter into a contract 
with a third party for either or both of the following purposes:

(1)  To provide services, including cloud-based services, for the digital storage, manage-
ment, and retrieval of pupil records.

(2)  To provide digital educational software that authorizes a third-party provider of digital 
educational software to access, store, and use pupil records in accordance with the 
contractual provisions listed in subdivision (b).

(b)  A local educational agency that enters into a contract with a third party for purposes of 
subdivision (a) shall ensure the contract contains all of the following:

(1)  A statement that pupil records continue to be the property of and under the control of 
the local educational agency.

(2)  Notwithstanding paragraph (1), a description of the means by which pupils may retain 
possession and control of their own pupil-generated content, if applicable, including 
options by which a pupil may transfer pupil-generated content to a personal account.

(3)  A prohibition against the third party using any information in the pupil record for any 
purpose other than those required or specifically permitted by the contract.

(4)  A description of the procedures by which a parent, legal guardian, or eligible pupil 
may review personally identifiable information in the pupil’s records and correct errone-
ous information.

(5) A description of the actions the third party will take, including the designation and 
training of responsible individuals, to ensure the security and confidentiality of pupil 
records. Compliance with this requirement shall not, in itself, absolve the third party of 
liability in the event of an unauthorized disclosure of pupil records.

(6)  A description of the procedures for notifying the affected parent, legal guardian, or 
eligible pupil in the event of an unauthorized disclosure of the pupil’s records.
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(7)  (A) A certification that a pupil’s records shall not be retained or available to the third  
  party upon completion of the terms of the contract and a description of how that  
  certification will be enforced.

 (B) The requirements provided in subparagraph (A) shall not apply to pupil-generated  
 content if the pupil chooses to establish or maintain an account with the third party  
 for the purpose of storing that content pursuant to paragraph (2).

(8) A description of how the local educational agency and the third party will jointly  
ensure compliance with the federal Family Educational Rights and Privacy Act (20 
U.S.C. Sec. 1232g).

(9)  A prohibition against the third party using personally identifiable information in pupil 
records to engage in targeted advertising.

(c)  In addition to any other penalties, a contract that fails to comply with the requirements 
of this section shall be rendered void if, upon notice and a reasonable opportunity to 
cure, the noncompliant party fails to come into compliance and cure any defect. Writ-
ten notice of noncompliance may be provided by any party to the contract. All parties 
subject to a contract voided under this subdivision shall return all pupil records in their 
possession to the local educational agency.

(d)  For purposes of this section, the following terms have the following meanings:

(1)  “Deidentified information” means information that cannot be used to identify an  
 individual pupil.

(2)  “Eligible pupil” means a pupil who has reached 18 years of age.

(3)  “Local educational agency” includes school districts, county offices of education, and 
 charter schools.

(4)  “Pupil-generated content” means materials created by a pupil, including, but not     
 limited to, essays, research reports, portfolios, creative writing, music or other audio  
 files, photographs, and account information that enables ongoing ownership of pupil  
 content. “Pupil-generated content” does not include pupil responses to a standardized  
 assessment where pupil possession and control would jeopardize the validity and  
 reliability of that assessment.

(5)  (A)  “Pupil records” means both of the following:

  (i) Any information directly related to a pupil that is maintained by the local  
  educational agency.

  (ii) Any information acquired directly from the pupil through the use of instructional  
  software or applications assigned to the pupil by a teacher or other local   
  educational agency employee.
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(B) “Pupil records” does not mean any of the following:

  (i) Deidentified information, including aggregated deidentified information,  
   used by the third party to improve educational products for adaptive learning  
   purposes and for customizing pupil learning.

  (ii)  Deidentified information, including aggregated deidentified information, used  
   to demonstrate the effectiveness of the operator’s products in the marketing of  
   those products.

  (iii) Deidentified information, including aggregated deidentified information, used for  
  the development and improvement of educational sites, services, or applications.

(6)  “Third party” refers to a provider of digital educational software or services, including 
cloud-based services, for the digital storage, management, and retrieval of pupil records.

(e)  If the provisions of this section are in conflict with the terms of a contract in effect 
before January 1, 2015, the provisions of this section shall not apply to the local 
educational agency or the third party subject to that agreement until the expiration, 
amendment, or renewal of the agreement.

(f)  Nothing in this section shall be construed to impose liability on a third party for  
content provided by any other third party.

California Business and Professions Code Sections 22584-22585    
Student Online Personal Information Protection Act (SOPIPA)
22584. (a) For the purposes of this section, “operator” means the operator of an Internet  
  Web site, online service, online application, or mobile application with   
  actual knowledge that the site, service, or application is used primarily for  
  K–12 school purposes and was designed and marketed for K–12 school  
  purposes.

 (b) An operator shall not knowingly engage in any of the following activities  
  with respect to their site, service, or application:

(1) (A)  Engage in targeted advertising on the operator’s site, service, or application, or  

 (B)  Target advertising on any other site, service, or application when the targeting  
 of the advertising is based upon any information, including covered information  
 and persistent unique identifiers, that the operator has acquired because of the  
 use of that operator’s site, service, or application described in subdivision (a).

(2) Use information, including persistent unique identifiers, created or gathered by the  
operator’s site, service, or application, to amass a profile about a K–12 student  
except in furtherance of K–12 school purposes.
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(3)  Sell a student’s information, including covered information. This prohibition does not 
apply to the purchase, merger, or other type of acquisition of an operator by another 
entity, provided that the operator or successor entity continues to be subject to the 
provisions of this section with respect to previously acquired student information.

(4)  Disclose covered information unless the disclosure is made:

(A)  In furtherance of the K–12 purpose of the site, service, or application, provided the  
 recipient of the covered information disclosed pursuant to this subparagraph:

 (i) Shall not further disclose the information unless done to allow or improve  
  operability and functionality within that student’s classroom or school; and

 (ii) Is legally required to comply with subdivision (d);

(B)  To ensure legal and regulatory compliance;

(C)  To respond to or participate in judicial process;

(D)  To protect the safety of users or others or security of the site; or

(E)  To a service provider, provided the operator contractually (i) prohibits the service   
 provider from using any covered information for any purpose other than providing the  
 contracted service to, or on behalf of, the operator, (ii) prohibits the service provider  
 from disclosing any covered information provided by the operator with subsequent  
 third parties, and (iii) requires the service provider to implement and maintain reasonable  
 security procedures and practices as provided in subdivision (d).

(c)  Nothing in subdivision (b) shall be construed to prohibit the operator’s use of  
 information for maintaining, developing, supporting, improving, or diagnosing the  
 operator’s site, service, or application.

(d)  An operator shall:

(1)  Implement and maintain reasonable security procedures and practices appropriate to 
 the nature of the covered information, and protect that information from unauthorized  
 access, destruction, use, modification, or disclosure.

(2)  Delete a student’s covered information if the school or district requests deletion of data  
 under the control of the school or district.

(e)  Notwithstanding paragraph (4) of subdivision (b), an operator may disclose covered  
 information of a student, as long as paragraphs (1) to (3), inclusive, of subdivision (b)  
 are not violated, under the following circumstances:

(1)  If other provisions of federal or state law require the operator to disclose the information,  
 and the operator complies with the requirements of federal and state law in protecting  
 and disclosing that information.
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(2)  For legitimate research purposes: (A) as required by state or federal law and subject  
 to the restrictions under applicable state and federal law or (B) as allowed by state  
 or federal law and under the direction of a school, school district, or state department  
 of education, if no covered information is used for any purpose in furtherance of   
 advertising or to amass a profile on the student for purposes other than K–12 school  
 purposes.

(3)  To a state or local educational agency, including schools and school districts, for   
 K–12 school purposes, as permitted by state or federal law.

(f)  Nothing in this section prohibits an operator from using deidentified student covered  
 information as follows:

(1)  Within the operator’s site, service, or application or other sites, services, or  
 applications owned by the operator to improve educational products.

(2)  To demonstrate the effectiveness of the operator’s products or services, including in  
 their marketing.

(g)  Nothing in this section prohibits an operator from sharing aggregated deidentified  
 student covered information for the development and improvement of educational   
 sites, services, or applications.

(h)  “Online service” includes cloud computing services, which must comply with this  
  section if they otherwise meet the definition of an operator.

(i)  “Covered information” means personally identifiable information or materials, in any  
  media or format that meets any of the following:

(1)  Is created or provided by a student, or the student’s parent or legal guardian, to  
 an operator in the course of the student’s, parent’s, or legal guardian’s use of the  
 operator’s site, service, or application for K–12 school purposes.

(2)  Is created or provided by an employee or agent of the K–12 school, school district,  
 local education agency, or county office of education, to an operator.

(3)  Is gathered by an operator through the operation of a site, service, or application   
 described in subdivision (a) and is descriptive of a student or otherwise identifies a  
 student, including, but not limited to, information in the student’s educational record or  
 email, first and last name, home address, telephone number, email address, or other  
 information that allows physical or online contact, discipline records, test results, special  
 education data, juvenile dependency records, grades, evaluations, criminal records,  
 medical records, health records, social security number, biometric information, disabilities, 
 socioeconomic information, food purchases, political affiliations, religious information,  
 text messages, documents, student identifiers, search activity, photos, voice  recordings,  
 or geolocation information.
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(j)  “K–12 school purposes” means purposes that customarily take place at the direction  
 of the K–12 school, teacher, or school district or aid in the administration of school  
 activities, including, but not limited to, instruction in the classroom or at home, administrative  
 activities, and collaboration between students, school personnel, or parents, or are for  
 the use and benefit of the school.

(k)  This section shall not be construed to limit the authority of a law enforcement agency  
 to obtain any content or information from an operator as authorized by law or pursuant  
 to an order of a court of competent jurisdiction.

(l)  This section does not limit the ability of an operator to use student data, including   
 covered information, for adaptive learning or customized student learning purposes.

(m)  This section does not apply to general audience Internet Web sites, general audience  
 online services, general audience online applications, or general audience mobile  
 applications, even if login credentials created for an operator’s site, service, or application  
 may be used to access those general audience sites, services, or applications.

(n) This section does not limit Internet service providers from providing Internet connectivity  
 to schools or students and their families.

(o)  This section shall not be construed to prohibit an operator of an Internet Web site,  
 online service, online application, or mobile application from marketing educational  
 products directly to parents so long as the marketing did not result from the use of covered  
 information obtained by the operator through the provision of services covered under  
 this section.

(p)  This section does not impose a duty upon a provider of an electronic store, gateway,  
 marketplace, or other means of purchasing or downloading software or applications  
 to review or enforce compliance of this section on those applications or software. 

(q) This section does not impose a duty upon a provider of an interactive computer  
 service, as defined in Section 230 of Title 47 of the United States Code, to review  
 or enforce compliance with this section by third-party content providers.

(r)  This section does not impede the ability of students to download, export, or otherwise  
 save or maintain their own student created data or documents.

22585. This chapter shall become operative on January 1, 2016.
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